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1. Introduction 

The Validation Protocol is aimed at providing a common framework for assessing and reporting the 

accuracy of the GlobBiomass products, namely the regional and global biomass maps, and evaluate 

the user acceptance of these products. The validation and user assessment are essential for 

providing high-quality products that are accepted and applied by the user community. While a 

standardized approach recognized by the international community for validating large area biomass 

products is not yet available, significant experience regarding validation concepts and procedures 

have been developed in other communities, and the current validation task will be based on the 

lessons learned from these previous projects. Ultimately, the accuracy assessment is aimed to build 

international confidence in the GlobBiomass products and their adoption by the user community, 

and possibly establish a precursor for permanent and operational biomass validation activities. 

The Validation Protocol provides common metrics and procedures to report uncertainty statistics and 

maps in a standardized way, allowing direct comparison among the products. The Validation protocol 

follows the 2006 IPCC Good Practice Guidelines (IPCC, 2006) and is in line with concepts and 

procedures developed in the Land Product Validation (LPV) sub-group of the CEOS Working Group on 

Calibration and Validation (http://lpvs.gsfc.nasa.gov/).  

The GlobBiomass products, which include a global and four regional biomass datasets, are 

characterized by large differences in terms of data available (both remote sensing and ground 

observations) and methodological approaches used to estimate biomass density from the input data. 

For this reason, the Validation Protocol does not indicate only one method but rather presents a 

framework and a set of methods to report accuracy estimates, so that each case study can adopt the 

approach for the uncertainty assessment and validation most suited to the data available and model 

applied, still maintaining consistency with the accuracy reports of other products. 

The common framework consists of four main components that jointly lead to the achievement of 

the validation objectives (Figure 1): 

 Uncertainty assessment 

 Independent validation 

 Maps inter-comparison 

 User assessment 
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Figure 1: The validation scheme includes four components (left) to achieve the validation objectives (right) 
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2. Concepts of uncertainty and accuracy 

2.1. Definitions  

Accuracy: the agreement between the true value and the average of repeated measurements or 

estimates of a variable (Figure 2). An accurate measurement or prediction lacks systematic error. Bias 

can occur because of failure to capture all relevant processes involved, because the available data 

are not representative of all real-world situations, or because of instrument error. According to the 

IPCC (2006), accuracy is a relative measure of the exactness of an estimate, and accurate estimates 

are systematically neither over nor under the true values, so far as can be judged. 

Precision: the agreement among repeated measurements of the same variable (Figure 2). Precision is 

independent of accuracy. Larger precision is equivalent to smaller random error, which represents 

random variation above or below a mean value. Usually, the random error is quantified with respect 

to a mean value, but the mean could deviate from the true value. Thus, random error is a distinct 

concept compared to systematic error. 

 

Figure 2: Precision and Bias of a measurement system 

Uncertainty: uncertainty can be due to both random errors and/or systematic errors. Random 

errors are statistical fluctuations  in the data due to incomplete knowledge of the variable of 

interest and/or variability of that variable in space and time. Systematic errors, however, are 

inaccuracies that are consistently occurring in the same direction. These may be caused by faulty 

instrumentation, or in the case of modelling, erroneous model structure or co-variates with 

systematic measurement error or drivers.  The IPCC (2006) focuses on the uncertainty that can be 

described using probability theory and defines uncertainty as the “lack of knowledge of the true 

value of a variable that can be described as a probability density function characterizing the range 

and likelihood of possible values”. Uncertainty depends on “the quality and quantity of applicable 

data as well as knowledge of underlying processes and inference methods”.  

The main sources of uncertainty are related to conceptualization, models, and input data. 

Conceptualization uncertainty is related to the failure to properly specify appropriate and relevant 

model structural assumptions (Cullen and Frey, 1999), and typically results in biased estimation 

procedures. Model uncertainty is related to imperfections in how the conceptualizations of reality 

developed from experimental findings as well as theoretical concepts are modelled, and both can 

lead to imprecision and deviations between observations and model predictions. Conceptualization 

and model uncertainty can be more difficult to address than the uncertainties in the inputs data and 

have the potential to produce biased estimation procedures. However, the lack of 

representativeness of data may also lead to bias, while measurement error can be either random or 

systematic.  
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In addition, uncertainty may also be due to vagueness and ambiguity of the class or object 

represented in the data. If the class or object is semantically poorly defined and different people 

have different perceptions and interpretations of the labels, then the data are subject to ‘vagueness’, 

which can be explicitly treated with fuzzy set theory (Fisher, 1999). The other type of uncertainty is 

‘ambiguity’, which describes the confusion over the definition of a class owing, typically, to differing 

classification systems.  

According to the IPCC (2006), uncertainties due to poor definitions should be eliminated as far as 

possible before undertaking uncertainty analysis. In the context of the GlobBiomass project, all 

spatial datasets to be assessed are considered to have well-defined terminology and definitions, and 

therefore an explicit representation of the degree of vagueness and ambiguity in the datasets is not 

considered further, and probabilistic methods of uncertainty assessment are appropriate (Fisher, 

1999). 

Probabilistic uncertainty analysis tends to deal primarily with random errors based on the inherent 

variability of a system, the finite sample size of available data (uncertainty from sampling), random 

components of measurement error (uncertainties from measuring), or inferences regarding the 

random component of uncertainty obtained from expert judgement (uncertainties from expert 

judgement), if used. In contrast, systematic errors may arise because of imperfections in 

conceptualization, models, measurement techniques, or other systems for recording or making 

inferences from data. Systematic errors can be much more difficult to quantify if reference data free 

of error are not available. Uncertainties due to expert judgement cannot, by definition, be assessed 

by statistical means since expert judgements are only used where empirical data are sparse or 

unavailable (IPCC, 2006). 

 

2.2.  Uncertainty metrics 

2.2.1. Types of variables 

Variables can be measured on one of four different scales. Ordinal and nominal scales refer to 

distinct classes or categories that, respectively, can or cannot be brought into a logical order. 

Interval scales refer to measurements that can be treated with addition and subtraction but not 

with division and multiplication because their absolute zero point is not well defined. Metric scales 

refer to measurements for which addition, subtraction, division and multiplication are allowed 

because they have a well-defined absolute zero point. 

For nominal and ordinal scales (e.g., forest class), uncertainty is best expressed as the probability of 

an assigned class being correct. These can be estimated from the co-occurrence matrix. For interval 

and metric scales (e.g., biomass density), the uncertainty is usually expressed as a confidence 

interval. 

In addition, for metric variables the IPCC (2006) recognises a number of basic statistical concepts 

and terms that are central to the understanding of uncertainty. The recommended uncertainty 

information includes: the arithmetic mean of the data set; the standard deviation of the data set 

(the square root of the variance); the standard deviation of the mean (the standard error of the 

mean); skewness (asymmetry of the distribution); kurtosis (peakedness of the distribution); the 

probability density function of the data; covariances of the quantity with other input quantities used 

in the calculations. 
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2.2.2. The 95% Confidence Interval 

According to the IPCC (2006), it is best practice to state the 95% confidence interval as a definition of 

the range, given that there is sufficient information to define the underlying probability distribution 

for conventional statistical analysis. The 95% confidence interval is an interval estimate of a 

population parameter, calculated from the sample observations, that 95% of the times includes the 

value of an unobservable parameter of interest if the experiment is repeated. Therefore, if 100 

samples were drawn, and a confidence interval were constructed for each sample, 95% of such 

confidence intervals would include the true value. Importantly, it is not known whether the 

confidence interval for any particular sample includes the true value, only that 95% of such intervals 

would include the true value. In the context of an inventory value (such as biomass), the IPCC (2006) 

considers the confidence intervals in terms of probability, and states that the range of an uncertain 

quantity should be expressed such that “there is 95% probability that the actual value of the quantity 

estimated is within the interval defined by the confidence limits, and it is equally likely that the actual 

value, should it be outside the range quoted, lies above or below it”. 

Two different confidence intervals can be calculated:  

 The 95% confidence interval for the individual estimates, based on the standard deviation of 

the values, includes 95% of the estimated values and excludes 5% of extreme outliers (2.5% 

on either side of the distribution). For example, if 1000 forest stands were surveyed and their 

biomass estimated, then 950 of them would have biomass values inside this interval. 

 The 95% confidence interval of the mean is based on the standard error of the mean and 

describes the range of values in which the true mean is located with 95% certainty. It is 

narrower than the confidence interval of the individual estimates because the standard error 

of the mean is divided by the square root of the number of samples used in calculating the 

mean. For the 1000 forest stands, this confidence interval states that if the survey of all 

forest stands was repeated, the new estimate of the mean would lie within these bounds 

with 95% certainty. 

The limits of the confidence interval are directly dependent on the probability distribution or the 

probability density function (PDF) chosen to represent the dataset. The PDF, or density of a 

continuous random variable, is a function that describes the relative likelihood for this random 

variable to take on a given value. If the variable under consideration has a normal distribution, the 

confidence limits of a 95% confidence interval are symmetric about the estimate and approximately 

equal to 2 standard deviations of the variable, above and below the estimate. More generally, where 

the PDF is symmetrical the confidence interval can be conveniently expressed as percentage, as plus 

or minus half the confidence interval width divided by the estimated value of the variable (e.g., ± 

10%). Where the PDF is not symmetrical, upper and lower limits of the confidence interval need to 

be specified separately (e.g., -30%, +50%). If a Gaussian distribution is assumed, the shape and 

symmetry of the probability density function should be examined and its normality should be tested, 

for example with the Kolmogorov-Smirnov test. As noted by IPCC (2006), “the confidence intervals 

estimated from small numbers of observations via a variance (and an assumed probability 

distribution) have uncertainties associated with them, and in these cases, further observations may 

either increase or decrease these calculated uncertainty limits. Ultimately, large numbers of 

observations will decrease the uncertainty limits of the standard deviation”.  
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The PDF is essential for the determination of the confidence interval of the quantity being considered 

and for the propagation of uncertainties. PDFs are an approximation to the real data, and identifying 

which function best fits a dataset can be difficult. The IPCC (2006) provides some guidance on this 

task and indicates that the knowledge of the underlying physical processes should determine the 

choice of a probability function. In addition, the IPCC suggests that “where empirical data are 

available, the first choice should be to assume a normal distribution of the data, unless the scatter 

plot of the data suggests a better fit to another distribution”. 

 

3. Uncertainty assessment 

3.1. Approach to assess uncertainty in biomass maps 

An uncertainty analysis should be seen, first and foremost, as a means to help prioritise efforts to 

reduce the uncertainty of estimates (e.g., biomass density), and guide decisions on methodological 

choice. Since uncertainties should be reduced as far as practicable (IPCC, 2006), when focusing 

efforts to reduce uncertainty, priority should be given to those inputs that have the most impact on 

the overall uncertainty of the estimate. 

In the present document, the uncertainty assessment consists on the evaluation and quantification 

of the error sources in the model predictions. The terms ‘uncertainty’ and ‘error’ are used 

interchangeably in this section. 

The uncertainty assessment is aimed at identifying a confidence interval for each estimate at pixel 

level). The error should be computed and reported as relative 95% Confidence Interval (%) and/or 

as Coefficient of Variation, as appropriate. A different metric for a certain error source may be used 

if more appropriate. The sources of uncertainty should be quantified separately and then 

aggregated using an uncertainty propagation method.  

The error sources should be directly quantified from the input data used to derive the GlobBiomass 

product, where possible. If the input data lack such information, approximate values from literature 

that quantify the error sources for the same or similar type of data may be used. If the error source 

is considered negligible, it can be not accounted for, given that proper justification is provided. If no 

reliable information are available from the literature, it will be noted that the error source cannot 

be accounted for. A list of all error sources accounted and non-accounted for the uncertainty 

analysis should be provided in a tabular form, including the respective values and data sources 

used for their assessment (from data or literature, see Table 1). 

Where possible, spatial correlation in the data should be quantified (e.g., using variogram) and used 

to improve the assessment of the related uncertainty. Failure to account for spatial correlation in 

the assessment of uncertainty will inevitably lead to under-estimates of the effects of uncertainty, 

such as a confidence interval that is too short. Once the sources of uncertainty have been 

determined, their estimates can be combined using an error propagation equation or using 

probabilistic simulations such as Monte-Carlo Analysis, which can also include auto- and cross-

correlations among the components. Both methods have been reported to provide similar results 

(IPCC, 2006) and are further described below. 

Bayesian statistics is another way of quantifying the uncertainty in the input parameters (prior 

distribution) to the estimated values (posterior distribution). Given two stochastic events 
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proposition A and evidence B, Bayes' theorem is usually expressed as follows:  

p(A | B) = p(B | A) p(A) / p(B) 

where: 

 P(A), the prior, is the the probability of A before B is observed. 

 P(A | B), the posterior, is the probability of A after B is observed. 

 P(B | A) represents the likelihood, or the probability of observing B given A. 

In the case of biomass mapping using RS data, when a certain biomass density is estimated at a pixel 

location from spectral reflectance observations, then P(A) is the distribution of biomass that is 

expected before taking the spectral measurements B (e.g., derived from an old forest inventory or 

expert knowledge). The likelihood P(B | A) describes how likely it is to record the observed spectral 

measurements B for a given biomass A. P(B) is a normalisation constant (or total probability of the 

signal/data). Bayesian statistics allows to quantify the posterior probability P(A | B), which indicates 

the probability that the pixel has a certain biomass A given the observed spectral measurements B. 

The important feature of Bayesian inference is that prior, posterior and likelihood are probability 

density functions (PDF). This implies that the 95% confidence intervals for the estimated posterior 

can be explicitly derived from the shape of its PDF by calculating the 2.5% and the 97.5% 

percentiles. 

 

3.2. Sources of uncertainty in biomass maps 

The uncertainty of a biomass map produced using ground observations, remote sensing (RS) data 

and a (semi)empirical modelling approach is related to the uncertainty of the input data (ground 

and RS data), uncertainty due to their integration (spatial and temporal mismatch) and uncertainty 

due to the model assumptions and parametrization (modelling error). In turn, the uncertainty of 

each of these components depends on various error sources. Measurement error of ground 

variables can be reduced by exercising greater caution, using better protocols, and using more 

advance measuring instruments. Sampling variability of ground data cannot be changed, although 

its effects can be reduced using different sampling designs and estimators. The uncertainty in model 

predictions due to the uncertainty of model parameters can be reduced by increasing the sample 

size while the ‘structural’ uncertainty, or residual uncertainty around model predictions due to the 

lack of fit of the model, can be reduced using a more representative model and/or better predictor 

variables.  

The main error sources to be considered for each component and the approach to use for the error 

estimation (e.g., from literature or re-measurement) are described below.  

Error sources: 

1. RS data: errors of satellite images after pre-processing, it includes: 

 spatial error (geolocation accuracy)  

 spectral error (e.g., due to haze, sensor characteristics, etc.)  

An estimate of these errors is usually provided by the data source (Space agency) 
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2. Additional datasets: Accuracy of additional input maps or datasets, if used as input variable 

(e.g., Forest mask, VCF, etc.). The uncertainty of the additional datasets is usually provided 

by the data source or available in the literature 

3. Ground data: errors due to the amount, distribution and quality of the calibration data. It 

includes:  

 Tree-level errors: error of measuring tree variables, as diameter and height, error in the 

identification of tree species and error in the estimation of related wood density. These 

error sources can be estimated from plot re-measurement or derived from literature 

 Allometric model prediction uncertainty: uncertainty from the use of allometric models,  

it is usually quantified in the scientific paper or document where the allometric model is 

published/presented. It has two components: 

o Parameter uncertainty, or uncertainty about the true value of the equation 

parameters 

o Structural uncertainty, or residual uncertainty around model predictions, due to 

the lack of fit of the model.  

 Sampling variability: error due to incomplete representativeness of field samples of the 

‘true’ biomass distribution of the area (e.g., some biomass classes are not or under 

sampled). The sampling error can be derived from literature or it can already be 

accounted for in the modelling error (e.g., in the MaxEnt model, according to Saatchi et 

al., 2011) 

 Geolocation error: geolocation accuracy of plot data can be estimated from re-

measurement of plot coordinates or from literature 

 

4. Spatial mismatch between ground and RS data: this error source is originated from two 

different components: 

 Geolocation error of RS and ground data: combination of the geolocation errors of the 

two input datasets (RS and ground data) described above  

 Different support size (resolution) and alignment between ground observations (field 

plots) and map units (pixels). Plots may be smaller than the pixel footprint and not 

representative of the mean biomass density at pixel level, especially in areas where 

biomass presents strong local spatial variation. This error source can be estimated from 

sample data (i.e., if larger plots covering one or more pixels are available) or from 

literature 

 

5. Temporal mismatch between ground and RS data: the ground data may not be 

representative of the RS data, as a consequence of two different processes:  

 Natural growth and mortality: it is relevant when a considerable time period (>3-5 years) 

occurred between the acquisition of the ground observations and RS data. This error 

source can be quantified and corrected using growth rates, if available.  

 Land change processes (e.g. deforestation): land change can be identified through visual 

analysis of recent very high resolution images (e.g., Google Earth) and/or from forest 

change maps and datasets, if available. This error source can be corrected by discarding 

the plots not representative of the state of the land at the time of acquisition of the RS 

data. This error source should be considered and corrected already during the quality 

screening of the plot data 
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6. Model: prediction error, or uncertainty of the algorithm used to transform RS signals in 

biomass density. This error is related to the unexplained variance in an algorithm developed 

from a dataset, and can be due to two different sources: 

 Parameter uncertainty: uncertainty about the true value of each parameter estimate in 

the algorithm (including the exponents) 

 Structural uncertainty: uncertainty due to the lack of fit of the model (e.g., using a linear 

model for a curvilinear phenomenon).  

For continuous prediction (e.g., biomass density) the prediction error is summarized and usually 

reported as R2, RMSE or relative RMSE. For categorical predictions (e.g., biomass class), the 

classification methods may allow a direct quantification of uncertainty, as in the case of the 

Maximum Likelihood classifier that calculates the probability of each object (or pixel) belonging to a 

certain class.  

Table 1: example values and literature sources for some error sources. The values are provided by the GlobBiomass regional 
case study for Mexico (courtesy of CESBIO). 

Source Example values (provided by CESBIO): 

RS data Spectral error for radar data: 

 Radiometric stability = 0.5 dB (Shimada et al., 2010) 

 Speckle noise = 0.4 dB 

 Aerosol optical thickness: see Hagolle et al., 2015 

Additional datasets NA 

Ground data Error at tree level: 

 Diameter breast height: 2.25% (from re-measurement of 5% 
trees) 

 Height: 4.47% (from re-measurement of 5% trees) 

 Wood specific gravity: 10% (Chave et al., 2005) 

 Allometric equations: 5% (Chave et al., 2005) 
 
Sampling variability= b/sqrt(plot area) (Réjou-Méchain et al., 
2014) 

Spatial mismatch NA 

Temporal mismatch Natural growth (Gourlet-Fleury et al. 2013):  

 logged plots: growth rates of 2.58 t/ha/yr  
 unlogged plots: growth rates of 4.82 t/ha/yr 

Model NA 

 
 

3.3. Uncertainty propagation 

Once the individual error sources listed above and related uncertainties have been determined, 

they should be combined to provide uncertainty estimates for the model estimate (e.g. biomass 

density at pixel level). There are three main approaches for the estimation of combined 

uncertainties: the use of error propagation equations, Monte Carlo techniques or the Taylor series 

method. Either approach may be used, subject to the assumptions and limitations of each method 

and availability of resources. Even though the Taylor series method has wide applicability and 
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similar advantages of the Monte Carlo techniques, currently the methods most widely used in the 

estimation of biomass density by remote sensing based approaches are the error propagation 

equations and the Monte Carlo techniques (e.g. Saatchi et al., 2011, Weisbin et al., 2014, Baccini et 

al., 2012, Gonzalez et al., 2010, Zhang et al., 2014), which are further described below. Both 

approaches focus on quantifying the random component of the uncertainty of the estimate, and 

assume that known sources of bias have been removed. Hence, biases should be addressed prior to 

applying either approach: an assessment of bias and potential disagreements among modelling 

approaches should be conducted, and any action identified to improve the estimate should be 

taken.  

A comprehensive review of the approaches used to estimate the effects of uncertainty in model 

predictions on large-area estimates including sampling theory, Taylor series approximations and 

Monte Carlo simulations is provided by McRoberts and Westfall (2014). Relevant studies related to 

the remote sensing-based modelling and mapping applications of forest properties as tree volume, 

biomass and emissions, include the works of Ståhl et al. (2014), Berger et al. (2014) and 

Breidenbach et al. (2014). For an assessment of the effects of uncertainty in allometric model 

predictions of individual tree volumes on large-area, sample-based estimates of mean volume per 

unit area, see McRoberts and Westfall (2015). 

 

3.3.1. Error propagation theory 

This approach uses error propagation equations to combine the uncertainties in the model 

components. The uncertain quantities (usually expressed as coefficient of variation) are combined 

either by multiplication or by addition (or subtraction), depending on the structure of the model. 

This approach requires estimates of the mean and the standard deviation for each input, and is 

based on the assumptions that the uncertainties are statistically independent (uncorrelated, or no 

significant covariance) and have Gaussian distribution. If correlations exist, then either the 

correlation can be included explicitly or data can be aggregated to an appropriate level such that 

correlations become less important (otherwise, the Monte Carlo or the Taylor series approach 

should be used). In addition, this approach is best suited when the uncertainties are relatively small 

(i.e., the standard deviation divided by the mean value is < 0.3) and present Gaussian (normal) 

distributions. 

Two convenient rules for combining uncorrelated uncertainties (expressed as coefficient of 

variation) under addition and multiplication are provided by the IPCC: 

 Addition: “Where uncertain quantities are to be combined by addition, the standard deviation of 

the sum will be the square root of the sum of the squares of the standard deviations of the 

quantities that are added with the standard deviations all expressed in absolute terms (this rule is 

exact for uncorrelated variables). Using this interpretation, a simple equation can be derived for 

the uncertainty of the sum, that when expressed in percentage terms becomes: 

 
Where: 

Utotal is the percentage uncertainty in the sum of the quantities (half the 95% confidence 

interval divided by the total (i.e. mean) and expressed as a percentage); 
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xi and Ui are the uncertain quantities and the percentage uncertainties associated with them, 

respectively.” (IPCC, 2006). 

It should be noted that with correlated variables, the above formula will under-estimate the 

uncertainty. 

 

 Multiplication: “Where uncertain quantities are to be combined by multiplication, the same rule 

applies except that the standard deviations must all be expressed as fractions of the appropriate 

mean values (this rule is approximate for all random variables). A simple equation can also be 

derived for the uncertainty of the product, expressed in percentage terms: 

 
Where: 

Utotal is the percentage uncertainty in the product of the quantities (half the 95% confidence 

interval divided by the total and expressed as a percentage); 

Ui are the percentage uncertainties associated with each of the quantities.” (IPCC, 2006) 

 

3.3.2. Monte-Carlo simulations 

The Monte Carlo analysis is suitable for detailed category-by-category assessment of uncertainty, 

particularly where uncertainties are large, distribution is non-normal, the algorithms are complex 

functions and/or there are correlations between some of the uncertainty sources. This method 

includes auto- and cross-correlations, and allows the determination of the likely value of the 

covariance, or the related correlation coefficient, between the various input quantities.  

The Monte Carlo approach, described in more details in IPCC (2006) and elsewhere, consists on 

performing the calculation of the parameter to be estimated several times, each time with the 

model parameters and input data chosen randomly within the distribution of uncertainties specified 

initially by the user. This process generates an uncertainty distribution for the estimate that is 

consistent with the input uncertainty distributions on the input data and model parameters. The 

method is very intensive in terms of computing time, but is well suited to the problem of 

propagating and aggregating uncertainties (IPCC, 2006). This method uses the same input data as 

the method previously described, and both methods have been reported to provide similar results 

(IPCC, 2006). 

 

3.3.3. Uncertainty estimation with a Bayesian method (MaxEnt) 

A Bayesian method, such as MaxEnt, estimates probability density functions from which uncertainty 

at pixel level can be calculated. MaxEnt calculates biomass probability distribution maps for each 

biomass (AGB) class. The continuous values of AGB for each pixel are calculated as the weighted 

average AGB per pixel with the probabilities as weights. The uncertainty of the AGB prediction 

(𝜀𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛) is calculated from the root mean square error (𝜎𝐴𝐺𝐵̂) obtained per pixel. The following 

equations are used (Saatchi et al., 2011): 

𝐴𝐺𝐵̂ =
∑ 𝑃𝑖

𝑛𝐴𝐺𝐵𝑖
𝑁
𝑖=1

∑ 𝑃𝑖
𝑛𝑁

𝑖=1

  

𝜀𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = 𝜎𝐴𝐺𝐵̂ 𝐴𝐺𝐵̂⁄ 𝑥100  
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𝜎𝐴𝐺𝐵̂ = √
∑ (𝐴𝐺𝐵𝑖 − 𝐴𝐺𝐵̂)2𝑁
𝑖=1 𝑃𝑖

∑ 𝑃𝑖
𝑁
𝑖=1

  

where 𝐴𝐺𝐵̂ is the AGB prediction per pixel, and Pi is the probability estimated by MaxEnt for each 

AGB range 𝐴𝐺𝐵i (average value within class i). The power of the probability 𝑛 is used to weight the 

predicted value towards the maximum probability closest to the true value when other probabilities 

are small.  

The total uncertainty at pixel level is composed of different sources of error which are assumed to be 

random and independent. These errors are propagated using the error propagation equation as 

shown by Saatchi et al. (2011): 

𝜀𝐴𝐺𝐵 = (𝜀𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡
2 + 𝜀𝑎𝑙𝑙𝑜𝑚𝑒𝑡𝑟𝑦

2 + 𝜀𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔
2 + 𝜀𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛

2 )
1
2⁄ ,  

Weisbin et al. (2014) presents a similar approach to estimating uncertainty in biomass maps derived 

from remote sensing data, which can be used to create uncertainty maps. 
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4. Independent validation 

The independent validation consists on the comparison of the GlobBiomass estimates with 

independent reference data (the validation dataset) not used for product development, allowing to 

assess the accuracy of the GlobBiomass products. Map accuracy is reflected by the degree to which 

map predictions correspond to the reference observations at each location. 

 

4.1. Characteristics of the validation dataset 

An appropriate biomass validation dataset is essential for the accuracy assessment of the 

GlobBiomass products. According GFOI (2013) two criteria are key to obtain an appropriate 

validation dataset: the sampling design and the sample size of the dataset. For accuracy assessment 

and estimation to be valid using the familiar design- or probability-based framework (McRoberts, 

2014), the reference data must be collected using a probability sampling design, regardless of how 

the training data are collected, and assessed uses an estimation procedure that is compatible with 

the sampling design. The most common probability sampling designs are simple random, 

systematic, stratified random (simple random sampling within strata), and stratified systematic 

sampling (systematic sampling within strata). Given the likely rarity of some strata (e.g., forest 

types) and the large costs associated with large samples, stratified sampling for which the strata 

correspond to forest classes is considered a powerful technique to manage and reduce the 

uncertainty in inventory estimates. 

If there are sufficient resources, the IPCC (2006) suggests to undertake a monitoring campaign and 

design a stratified sample of measurements choosing the most appropriate variables to stratify the 

sample. The whole set of data can be used to estimate the probability density function and 

summary statistics. Then statistical tools can be used to estimate the bias of the mean and variance, 

the confidence intervals and the distribution of the errors. When data are missing at a regional 

level, it is possible to extrapolate information from existing literature provided that care is taken to 

choose data coming from sources with similar characteristics to those being estimated. In this case, 

expert judgement is needed (IPCC, 2006).  

The validation dataset presents the following characteristics: 

a) Data source: biomass data that can be used as a reference are primarily field observations (forest 

inventory plots) but also remotely sensed data that are of greater quality than the map data are 

considered acceptable for use as reference data (Stehman, 2009), and these may include 

biomass estimates derived from airborne Lidar data or extracts from reliable high-resolution 

biomass maps (Avitabile et al., 2015). Reliable sub-national or national statistics can also be used 

for additional evaluation of agreement of the model predictions with reference values at regional 

level. 

 

b) QA/QC of plot data: The field plot reference data should be screened according to the following 

quality criteria: 

• Coordinates acquired with GPS, with approximation at meter or sub-meter level (4-6 

decimals are provided for coordinates in decimal degree) 

• Minimum plot area: 0.04 - 0.1 ha 

• Year of acquisition: ± 1-10 years difference from map reference year 
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• Variable: Aboveground biomass of all living trees with DBH > 0-10 cm (indicate if palms and 

dead trees are included) 

• Allometric model is reliable, i.e., it is appropriate to the forest type to which is applied and 

use sufficient parameters (dbh and wood density and/or height) 

Where possible, the field plots are further screened at individual level for temporal mismatch, 

i.e., to verify that they are representative of the map cells (pixels) and no change processes (e.g., 

deforestation) have occurred between the plot measurement and reference year of the biomass 

map (which is related to the acquisition year of the RS data). The screening is performed by visual 

analysis with Google Earth images or similar very high resolution images acquired for the 

reference year of the biomass map 

c) QA/QC of reference maps: Reference data can be extracted from existing high-quality biomass 

maps. Maps are considered of high-quality if they fulfil the following quality criteria:  

• High spatial resolution (≤ 100 m) 

• Published in the scientific literature 

• Calibrated with local ground data and (possibly) with airborne lidar data 

Selection of the reference pixels: Only the cells with largest confidence (i.e., smallest uncertainty) 

should be selected from the maps and used as reference data. If the reference maps are based 

on empirical models, the map cells with greatest confidence are assumed to be those in 

correspondence of the training data (field plots and/or LiDAR data). Uncertainty maps can also 

be used to identify the map cells with smallest uncertainty. For maps based only on radar or 

optical data, whose signals saturate above a certain biomass density value, only pixels below 

such a threshold should be considered (e.g., excluding biomass values > 150 T/ha for maps 

based only on Landsat or ALOS data).  

Amount of reference data extracted from a reference map: If multiple reference datasets are 

available (i.e., including both field plots and high-resolution maps), in order to compile a 

reference database that is representative of the area of interest and well-balanced among the 

various reference datasets, the amount of reference data extracted from the reference biomass 

maps should be proportional to their area and not greater than the amount of samples provided 

by the field datasets representing a similar area. 

d) Data harmonization: All selected reference data (plots, maps) should be harmonized with the 

map to be assessed in terms of spatial and thematic (i.e. biomass unit) resolution. If reliable data 

on growth rates are available, the data should also be harmonized in terms of temporal 

resolution (i.e., considering annual increment rates to correct temporal differences between the 

plots and the map to assess) 

 

e) Sample size (size of the validation dataset): the complete reference dataset should be divided in 

Calibration and Validation data. If a large reference dataset is available (> 100 plots), the 

validation data should consist of 10-30% of the complete reference dataset (calibration + 

validation). If the reference dataset has smaller size (<100 plots in total, or <20-30 plots per 

biomass class), a cross-validation approach can be used, setting aside an appropriate (smaller) 

percentage p of the reference dataset as testing set. Multiple rounds of cross-validation are 

performed using different partitions, and the validation results are then averaged over the 

rounds. For very small datasets, the leave-one-out cross-validation approach (where p = 1) may 

be appropriate. 
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f) Sample selection (Selection of the validation data from the reference dataset): the validation 

data are selected from the complete reference data as a random sample. Any probability 

sampling design can be used as long as the estimation procedure matches the sampling design. 

A stratified random sampling strategy may be advisable (see above), with random samples 

stratified by 4-6 biomass classes (suggested: 5 classes) and with biomass classes intervals being 

proportional to the amounts of validation data or to the biomass distribution in the study area 

(derived from the map histogram).  

 

4.2. Validation metrics 

The validation data are considered as reference data and are compared to the estimates of the 

GlobBiomass products to assess their error and the following validation metrics: 

• Bias (mean error) 
• Standard Deviation of the error 
• 95% Confidence Interval of the mean error 
• RMSE and Relative RMSE (to compare with other products) 
• Scatterplots of predicted vs. reference data at validation sites (pixels)  
• Scatterplots of errors vs. reference data at validation sites in absolute (Mg/ha) and  
relative (%) terms  
 

Each metric is computed for all validation data, and then separately by biomass class. As indicated 

above, the biomass classes intervals are proportional to the amounts of validation data or to the 

biomass distribution in the study area.  

Where possible, uncertainty in the validation data should be quantified (see section 3.2.1. “Sources 

of uncertainty in biomass maps”) and included in the validation process, which allows to express the 

reference data as a mean value with an associated 95% Confidence Interval. 

 

4.3. Validation of categorical maps (e.g. forest mask) 

The basis for assessing accuracy of categorical maps is the confusion matrix (Aronoff, 1982), and it 

should be used for the validation of categorical GlobBiomass products, as forest mask, forest type or 

biomass class.  

The error matrix gives the correspondence of the classified map to the reference data. Although it 

does not directly provide estimates of activity areas or their uncertainties, the information in an error 

matrix can be used to do so (McRoberts and Walters, 2012, Olofsson et al., 2013). The overall 

accuracy p0 is the percentage of correctly classified objects: 

 



n

j

jjp
N

p
1

0

1
 

However, p0 depends on the number of classes and the expected chance agreement. These 

properties make it impossible to compare p0 values from different classifications. To correct for the 

expected chance agreement pe, different types of coefficients of agreement have been developed. 

Chance agreement is defined based on the multinomial distribution (Nishii and Tanaka, 1999). The 
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range of possible values of these coefficients is 1 to 1, where 0 is pure chance agreement and 1 is 

perfect agreement. Negative values indicate a classification accuracy that is worse than a random 

assignment of classes to the objects. 

A priori coefficients like   (Ma and Redmond, 1995) use prior knowledge of the expected class 

frequencies to estimate the chance agreement between the classification and the ground data. Class 

frequencies are normally assumed equal if no prior knowledge exists. 

A posteriori coefficients of agreement like  (Cohen, 1960) estimate the chance agreement from the 

observed marginal distributions of the confusion matrix.  can be calculated from the confusion 

matrix by 
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 only distinguishes whether an object has been assigned the correct class. For ranked or ordered 

classes like forest biomass classes for example, a modified coefficient exists that is weighted by the 

seriousness of the classification error. The further the true class is away from the assigned class label, 

the more serious the error is. The weighted w coefficient (Cohen, 1968) uses the entire information 

of the confusion matrix. 
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5. Maps inter-comparison 

This task consists on the comparison of the GlobBiomass maps with other existing products covering 

the same geographic extent. The comparison does not provide information on product accuracy but 

is aimed to complement the above tasks (uncertainty assessment and product validation) and to 

provide the following information: evaluation of relative consistency among different products; 

identification of areas with larger disagreements and assessment if these disagreement areas are in 

need of further study; assessment of strengths and weaknesses of different datasets based on the 

analysis of the data and methods used by each map; build confidence in the user communities. 

The maps inter-comparison consists of the following steps. First, the comparable datasets (e.g., 

regional or global maps) should be identified and acquired. Second, the datasets should be 

harmonized in terms of spatial, thematic (i.e., biomass unit) and temporal resolutions. Third, the 

following comparison metrics should be computed at pixel level and at aggregated resolution (e.g., 1 

Km):  

1. Comparison statistics:  

• Mean absolute difference 

• Root Mean Square Difference 

• Linear correlation 

• Statistics on spatial correlation may be added 

2. Comparison maps:  

• Difference maps, in absolute values 

• Difference maps, as percentage difference to the GlobBiomass map 

3. Comparison graphs:  

• Scatterplots 

• Compare histograms representing data frequency per biomass class 
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6. User assessment 

The User Assessment is an essential quality control and feedback mechanism, aimed at assessing the 

users’ acceptance of the products, evaluating the quality and limitations from User’s perspective, and 

obtaining recommendations to future improvements. The output of the user assessment consists of a 

User Survey report. 

The user assessment is performed using standard questionnaires, which are produced for each 

GlobBiomass product. The  questionnaires have the following aims: 

 Assess user satisfaction 

 Assess product usability 

 Assess the delivery system (timing, delivery method, naming, format, etc.) 

 Assess product quality and limitations related to: 

• spatial resolution 

• temporal resolution 

• variable mapped (e.g. need for other biomass pools) 

 Assess applications of the products (e.g., REDD+ implementation, Natural resource 

management, Etc.) 

 Assess need of capacity building (optional) 

 Future data and product requirements 
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